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ANNUAL REPORT FOR 2025

Monthly / Annual reports are widely
used by companies for documenting
projects, cash flow and finances,
employee performance, marketing
strategies, social media strategies,
and a lot more.

Reports provide detailed
descriptions of a company’s progress
whether it’s just for a particular
month or the entire year. Aside from
texts, reports are best filled with
charts, graphs and tables to present
accompanying numerical data in a
clear and easy-to-read manner.

Introduction
The GovAI Coalition is composed of over
400 public servants representing over 150
local, county, and state governments across
the nation united in our mission to promote
responsible and purposeful AI in the public
sector. 

In November 2023, the GovAI Coalition was established to give local
government a voice in shaping the future of AI and ensure that AI development
is geared toward the benefit of society. Since November, the Coalition has
grown to include public agencies that represent over 100 million Americans. 

As a majority of government agencies are looking towards AI to improve
services, our Coalition strives towards a more just and beneficial technological
future for all. From generating real-time translations of public meetings to
predicting traffic patterns for improved bus routes, AI tools have the potential
to make government services more responsive, efficient, and accessible to all. 

AI also poses serious risks. Racial discrimination, violations of privacy, and
threats to safety are well-documented harms of AI systems used without
guardrails. 

To improve the lives of all residents while protecting our communities against
AI risks, it is vital that public agencies establish safeguards for the responsible
use of AI.

For the past four months, hundreds have come together in the GovAI Coalition
to do the work that practitioners would normally do alone. We recognize that
only by working together can we produce high quality work at the speed
necessary to meet the quickly-evolving AI landscape. 
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ANNUAL REPORT FOR 2025

Monthly / Annual reports are widely
used by companies for documenting
projects, cash flow and finances,
employee performance, marketing
strategies, social media strategies,
and a lot more.

Reports provide detailed
descriptions of a company’s progress
whether it’s just for a particular
month or the entire year. Aside from
texts, reports are best filled with
charts, graphs and tables to present
accompanying numerical data in a
clear and easy-to-read manner.

Introduction
To this end, our members have worked diligently to create a suite of policy
templates and knowledge-sharing tools that any public agency can use to
jumpstart their own AI governance program. This includes:

Template AI Policy and AI Policy Manual to present to your agency’s
leadership
Template AI Incident Response Plan for the next generation of security
risks
AI FactSheet and Vendor Agreement template to ensure we are buying
responsible AI tools 
A growing repository of guides for AI use cases being tested by other
agencies 
A growing Vendor Registry of AI systems available for government use

These documents and repositories are by practitioners, for practitioners to
serve our communities better through responsible AI. 

We invite policymakers to borrow, edit, and adopt these templates for their
own use. This guide is intended to help practitioners quickly understand,
adopt, and implement the policy templates created by the Coalition. In
return, we ask that you share your feedback and continue the Coalition’s
conversation around responsible AI governance.

We have intentionally aligned the templates with emerging national standards,
including the Presidential Executive Order on AI, the Office of Management
and Budget’s draft memorandum on AI, and the National Institute of Standards
and Technology’s AI Risk Management Framework. Our Coalition makes it
easier to stay aligned with government best practices, receive support from
other members, and procure new AI systems with greater transparency from
vendors. 

Over the next year, we will support agencies in implementing their own AI
governance programs, advocate for responsible AI at all levels of government,
and share effective AI use cases. Agencies interested in joining the Coalition may
do so here.   

(cont’d)
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https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/omb/briefing-room/2023/11/01/omb-releases-implementation-guidance-following-president-bidens-executive-order-on-artificial-intelligence/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.sanjoseca.gov/your-government/departments-offices/information-technology/ai-reviews-algorithm-register/govai-coalition
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AI Governance: 
From 0 to 90

How do I prepare my agency 
to use and govern AI? 

Who can I work with for good,
responsible AI solutions? 

What can I do with AI that 
adds value?

How do I ensure vendors 
follow my expectations?

How do I prepare for when
things go wrong?

AI Policy & AI Policy Manual
principles, policy, and processes

Question Deliverable

Use Cases
starter guide and resources

Vendor Registry
database of AI FactSheets

Vendor Agreement
legal addendum for AI systems

Incident Response
AI Incident Response Plan

The Coalition’s plug-and-play policy deliverables
can help you take your AI governance program
from 0 to 90.

AI 
FactSheet

nutrition facts
of AI system
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Our Deliverables

In this section, we describe the purpose of each deliverable and the role it
serves in an agency’s AI governance strategy. We explain how practitioners
can implement the templates in their agency and indicate specific actors that
should be involved in the use of the templates in bolded text. 

The development of these seven deliverables in just four months was made
possible by the tireless dedication of our Coalition members and their
commitment to responsible AI. We have intentionally aligned the templates
with emerging national standards, including the Presidential Executive Order
on AI, the Office of Management and Budget’s draft memorandum on AI, and
the National Institute of Standards and Technology’s AI Risk Management
Framework.
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AI FactSheet

OUR DELIVERABLES 

The AI FactSheet is a template that captures the “nutrition facts”, or essential technical
details, of an AI system. Vendors are expected to complete the AI FactSheet during the
procurement process. The AI FactSheet is a critical document that provides agencies the
technical information they need to adequately understand, evaluate, and use third-party
AI systems. 

Procurement officers require the
vendor to complete the AI FactSheet
during the procurement process. The
Chief AI Officer, or the equivalent staff
responsible for reviewing AI systems,
reviews the AI FactSheet to determine if
the technical capabilities of the AI
system meet the agency’s needs.

Vendors may signal their commitment
to responsible AI practices by
proactively completing and submitting
the AI FactSheet to the Vendor Registry
through the Vendor Registry Intake
Form. Staff involved in the use of AI
systems by the agency may view the
submitted AI FactSheet in the Vendor
Registry to compare vendors or
determine if the vendor is a good fit for
the agency. 

Purpose

How to use it
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https://www.surveymonkey.com/r/C8C2Y8G
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AI Policy

OUR DELIVERABLES 

The AI Policy is the agency’s broad institutional policy that governs the use of AI systems.
The AI Policy is meant to apply to all AI systems deployed by the agency and all
individuals when using AI systems on behalf of the agency (e.g., staff, contractors). The AI
Policy defines:

Agency staff participating in the GovAI
Coalition present the AI Policy template to
their highest governing body (e.g. City
Council, Board of Supervisors) for
approval. The governing body approves
the adoption of the AI Policy. Agency
staff across the organization use the AI
Policy Manual to implement the AI Policy. 

Purpose

How to use it

Guiding Principles for responsible AI
Roles and responsibilities related to the agency’s use of AI systems
AI Review process for AI procurements
Requirement for vendors to complete the AI FactSheet and comply with the Vendor
Agreement template
AI Incident Response Plan
Prohibited uses of AI systems
Sunset procedures for AI systems
Policy enforcement
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AI Policy Manual

OUR DELIVERABLES 

The AI Policy Manual provides guidance on how to comply with an agency’s AI Policy. The
AI Policy Manual details:

Staff involved in the use of AI systems by
the agency should refer to the AI Policy
Manual to ensure they comply with the
agency’s AI Policy. The Chief AI Officer,
or the position responsible for reviewing
AI systems, should become well-versed in
the AI Review Framework. Procurement
officers should also become familiar with
the AI Review Framework since it occurs
throughout the public procurement
process.

Purpose

How to use it

AI Governance structure in the agency
AI Review Framework
RFP protocol for AI systems, including example questions and how to evaluate
responses

The AI Review Framework is an in-depth guide for how practitioners should review
procurements that involve an AI system. It consists of multiple steps, including risk
analysis, impact assessment, public engagement, review, pre-launch preparation, and
ongoing monitoring. 
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AI Incident Response

OUR DELIVERABLES 

The AI Incident Response Plan is a playbook for agencies to prepare for and address AI
incidents. Examples of AI incidents include an AI system leaking confidential information
or routinely producing inaccurate outputs. The AI Incident Response Plan is designed to
help agencies gain a fundamental understanding of the processes, responsibilities, and
actions required to prevent, mitigate, address, and resolve AI incidents. 

The AI Incident Response Plan draws from the NIST AI Risk Management Framework and
the Special Publication 800-61 Computer Security Incident Handling Guide.

The agency’s cybersecurity, privacy, and
AI staff customize the AI Incident
Response Plan template to suit their
unique institutional needs. The template
may be integrated and implemented with
the AI Policy Manual or any of the
agency’s existing incident response plans,
such as those for cybersecurity or
privacy. 

Purpose

How to use it
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Vendor Agreement
OUR DELIVERABLES 

The Vendor Agreement is a boilerplate addendum that agencies can include in contractual
agreements with AI vendors and/or in RFP solicitations. The Vendor Agreement plays a
critical role in ensuring that the AI systems sold to agencies comply with the expectations
for responsible AI in government.

The Vendor Agreement describes risk mitigation practices required of the vendor and
outlines ten responsible AI provisions that the vendor must comply with, including
requirements around performance, algorithmic bias, human oversight, incident response,
and auditing. Notably, the Vendor Agreement requires that the vendor submit an AI
FactSheet for their AI system and maintain an updated version. 

Agencies may also benefit from example addendums regarding data privacy or
cybersecurity. While outside the scope of this deliverable, agencies can find an example
privacy addendum here and a cybersecurity addendum here.

The agency’s legal, procurement, and IT
staff customize the Vendor Agreement
template to suit their unique institutional
needs. The procurement officer includes
the Vendor Agreement as an exhibit in
relevant RFPs and other solicitations. The
procurement officer ensures that the
Vendor Agreement is attached as a legal
rider to purchasing agreements for
procurements that involve an AI system.
The contracted vendor complies with the
legally binding requirements outlined in
the Vendor Agreement. 

Purpose

How to use it
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https://records.sanjoseca.gov/Contracts/OC-006170-000.pdf#page=33


Use Cases

OUR DELIVERABLES 

The Use Case template provides agencies with a standardized format for recording and
sharing their experiences using AI. The template structures AI projects in such a way that
agencies can copy from each other to build stakeholder buy-in, identify necessary
resources, and guide implementation. The template enables agencies to report their
learnings from an AI use case they have implemented, including strategies for success
and pitfalls to avoid for other agencies. 

Staff involved in the use of AI systems by
the agency customize the Use Case
template for each AI use case they plan to
share. Staff may view and download the
completed use cases shared by other
agencies to advance best practices and
gain insights into a real-world
implementation. 

Purpose

How to use it
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Vendor Registry

OUR DELIVERABLES 

The Vendor Registry is a platform intended to promote greater transparency from vendors
around AI systems. Vendors provide information about their AI system (e.g., technical
capabilities, performance metrics, optimal deployment conditions) via the AI FactSheet to
the Registry, which can then be viewed by agencies in the GovAI Coalition. Agencies can
also share their experience working with certain vendors to other agencies on the
platform.

Vendors complete and submit the AI FactSheet via the Vendor Registry
Intake Form to be included on the Registry.  Agency staff looking to
use AI tools can browse the Registry for potential AI solutions and
vendors. The agency’s procurement officer views vendor submissions
to gain more information on potential vendor systems. Staff involved in
the use of AI systems by the agency share their experiences directly in
the Registry to help others understand the effectiveness of those AI
systems or vendors.

Purpose

How to use it
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Government Civil Society Academia Private sector

Agency
Application Form

Civil Society &
Academia
Application Form

Civil Society &
Academia
Application Form

Vendor Registry
Intake Form

Yes No No No

Yes No No No

General Coalition
meetings

Working group
meetings

General Coalition
meetings

Working group
meetings

General Coalition
meetings

Working group
meetings

General Coalition
meetings

Limited working
group meetings

All Coalition
activities

Research projects

Special projects

Research
projects

Cross-agency AI
applications

Join the Coalition

*Only government agencies will have the ability to vote in the election of GovAI
Coalition board members. Only government agencies may serve as board members.

The GovAI Coalition welcomes public agencies, non-government organizations,
academic institutions, and companies to join our effort. We recognize that
effective AI governance takes place in a larger economic and regulatory
ecosystem, and all sectors of society must be involved in shaping a brighter
and more equitable technological future.

Coalition membership will look different for each type of organization. The table
below illustrates how membership varies for the four organization types.

How to join

Voting rights*

Board member
eligibility*

May attend

Additional
activities
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https://forms.office.com/Pages/ResponsePage.aspx?id=4DvjD0Jhlk-bjXgX1cJhOSoIuGpvXxRDm3MOFm1hrxxUNDE5UzlGWDRFQkxLRDA4SUw3REJFU0cyVy4u
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The GovAI Coalition is composed of over 400 public servants representing over 150 local,
county, and state governments across the nation united in our mission to promote
responsible and purposeful AI in the public sector. In November 2023, the GovAI Coalition
was established to give local government a voice in shaping the future of AI and ensure
that AI development is geared toward the benefit of society. Since November, the
Coalition has grown to include public agencies that represent 100 million Americans.
 

As a majority of government agencies are looking towards AI to improve services, our
Coalition strives towards a more just and beneficial technological future for all. From
generating real-time translations of public meetings to predicting traffic patterns for
improved bus routes, AI tools have the potential to make government services more
responsive, efficient, and accessible to all. 

AI also poses serious risks. Racial discrimination, violations of privacy, and threats to
safety are well-documented harms of AI systems used without guardrails. To improve the
lives of all residents while protecting our communities against AI risks, it is vital that public
agencies establish safeguards for the responsible use of AI.

Over the next year, we will focus on supporting agencies as they implement their own AI
governance programs, advocating for responsible AI at all levels of government, and
sharing effective AI use cases. 

About Us

Connecting Efforts Top-Down: 
The Coalition translates the AI policies and frameworks from regulators (e.g., White House, NIST, CPPA)
into tools, “fill-in-the-blank” templates, and guides enabling even the smallest towns to use AI responsibly.
The Coalition standardizes vendor expectations so companies can develop a common solution that meets
the needs of hundreds of local agencies. 

Empowering Agencies Bottom-Up: 
The Coalition is on-the-ground with local agencies implementing AI policies and solutions, pooling
resources, identifying common issues, and raising collective needs to the global conversation. 
The Coalition gives local agencies a united voice to influence AI development towards trustworthy and
equitable solutions that benefit our communities. 

The Coalition serves as a link between global AI
actors and local governments.

15



Members

The Coalition is composed of a
diverse range of over 400
practioners representing over 150
agencies, from small rural towns
to the largest urban centers in the
country. Altogether, the Coalition’s
member agencies represent 100
million Americans. 

Regardless of an agency’s size,
the Coalition provides versatile
governance tools that empower
practitioners to leverage the
benefits of AI while safeguarding
against risks. 

The Coalition’s members represent agencies across the whole country.
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Timeline
The GovAI Coalition enters Phase 2
during March 2024.  Phase 1 of the
Coalition focused on developing the
policies, practices, and tools that were
released alongside this Guide to
Deliverables. 

During Phase 2, which will last one year,
the Coalition’s activities are focused on
adopting those resources, implementing
civic AI solutions that leverage those
resources, and partnering with non-
government organizations to use AI in
the public sector responsibly.

During Phase 2, our core goals are to:

01

02

03

04

05

Vendor Registry
100 AI FactSheets submitted to
Vendor Registry by Sept 2024,
and 200 by March 2025

Use Cases
30 AI use case “vignettes”
created by agencies by Sept
2024, and 45 by March 2025

Policy 
Release ‘Version 2” of templates
by March 2025

Support agencies in their adoption of
the Coalition’s resources. 
Iterate on existing resources, and
develop additional resources as
needed.
Connect agencies with responsible AI
solutions via the Vendor Registry, and
streamline procurement via
cooperative purchasing.
Provide a toolkit for deploying and
evaluating common use cases. 
Partner with national governments and
international organizations on the
development of international AI policy
and AI implementation. 

Milestones

Adoption  
100 public agencies have
adopted policies or practices
based on the templates by March
2025

06
Community of Practice 
Host a convening on government
use of AI by March 2025

Platform 
Beta platform for new Vendor
Registry and use case resource
sharing is live by March 2025
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This work would not have been possible without the tireless dedication of our
Coalition members. The past four months have been a historic collaboration between
over 150 government agencies, who all banded together under the common mission
of ensuring responsible and purposeful use of AI in the public sector. 

We extend a heartfelt thanks to the many exceptional people who have been involved
in this effort. We are particularly grateful to the members who participated in our
working groups, and the exceptional working group chairs whom without none of this
would have been possible. The working group members and co-chairs behind these
deliverables devoted hundreds of hours outside of their normal jobs to deliver the
policy templates and tools now at your disposal.

Thank you to the working group chairs below and all the Coalition members we are
unable to name here who believed in our vision and helped make it a reality. 

Acknowledgements

Policy

Vendor Agreement

Incident Response

Use Cases

Emily Royall - City of San Antonio, TX
Anthony Fisher -  State Department of Revenue, CO

Ethan Benatan - TriMet, OR
Ryan Kurtzman - City of Long Beach, CA

Jonathan Behnke - City of San Diego, CA

Vendor Registry
Roy Fernando - City of Cleveland, OH

Jaime Wascalus - City of St. Paul, MN
Jiri Rutner - County of San Diego, CA
Omar Naseef - City of Austin, TX

Special thanks to the small but
mighty team at the City of San
José.  

Khaled Tawfik
Albert Gehami
Leila Doty
Matthew Jacquez
Angela Zhao

This team of five facilitated
the amazing work of the
Coalition over the past four
months.

18



Phase 1 Working group members (not exhaustive)

Acknowledgements
(cont.)

18

Andrew Ngui - City of Kansas City, MO

Brendan M. Daly - City of San Diego, CA

Chris Pahl - County of Santa Clara, CA

Danny Thomas Vang - Committee on Information 

    Technology, City and County of San Francisco, CA

Deborah Erb - County of San Luis Obispo, CA

Elizabeth Buehler - Salt Lake City Corporation, UT

Falisha (Fali) Field - County of San Diego, CA

Gene Leynes - City of Chicago, IL

Gregg Turnbull - Larimer County, CO

John Matelski - DeKalb County, GA

Lea Eriksen - City of Long Beach, CA

Levy Sun - City of Norwalk

Omar Moncayo - City of Long Beach, CA

Simon Huang - City of St. Louis, MO

Tas Jalali - AC Transit, CA




