SUBJECT: Discussing AI uses in your department

Hi ,

Hope you’re doing well. We are crafting the [Agency]’s Artificial Intelligence (AI) policy, and want to make sure it aligns with your department’s needs. Could you help me understand if we are doing any of the following in your department? Happy to discuss in-person as well, and please feel free to connect me with someone else in your department.
1. Covertly identifying people automatically in real-time. This means: 
0. We are using technology to identify someone, like facial recognition, 
0. Identifying in real-time, rather than retroactively as part of an investigation, and
0. Identifying them without their knowledge, rather than a fingerprint or Face ID scan that someone knows is happening
1. Using cameras and other sensors to predict someone’s emotions, like using a camera to see if someone is angry or happy
1. Automating major decisions like determining someone’s bail, likelihood to re-offend, or eligibility for medical care. If we do automate these decisions, is there any human review that happens before or after the decision is made?
1. Automatically “scoring” people for things like credit decisions or access to loans
1. Manipulating vulnerable groups – I assume the answer is no, but hoping to confirm

Our AI Policy needs to enable our departments can provide the best possible services while ensuring our customers that we are using AI responsibly and purposefully. Please let me know if you would like to discuss. We intend to prohibit these applications of AI unless a department has an active use and a compelling case.

All the best,

