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Introduction 
 
Background and The Challenge 
 
During a usual emergency, Santa Clara County is the Operating Area lead for food and necessities 

distribution for all cities and unincorporated areas of the County. However, in mid-March 2020 as the 

extent of the public health task became clear, the County asked the City of San José to accept countywide 

responsibility for the coordination and distribution of food and necessities so that the County could focus 

on slowing the spread of the pandemic. Starting March 17, 2020, the City of San José’s Emergency 

Operations Center (EOC) and its regional food network partners worked to ensure the neediest residents 

of the County had access to food. 

 

To meet the increased need for food assistance, San José focused first and foremost on maximizing 

existing networks and funding sources. We are grateful for the leadership of Second Harvest of Silicon 

Valley, the County's Office of Education, local school districts and other non-profits in feeding our most 

vulnerable. Where existing networks simply could not meet the increased need for food assistance, San 

José entered into new partnerships, created new programs, and expended the City’s own funds to do so, 

with 90% of new funding going to non-profits and community-based organizations.    

 

In all, this effort involved 8 different distribution channels and more than 500 different organizations, and 

there was no previously existing data infrastructure or process to track levels of overall food distribution, 

or distribution to specific sites and individuals. As a result, in March 2020, no system existed to 

understand how food insecurity was changing across the County and whether the efforts of the City and 

its partners were sufficient to meet the need.  

 

Approach 

The Food and Necessities Branch of the EOC formed a Data Unit. The Vision of the Unit was to be a 

one-stop shop for data and data requests, with the following objectives: 

1. Empower operational units with data-driven insight on current and projected supply and demand.  

2. Structure data and reporting to facilitate cost recovery from other jurisdictions as well as federal 

and state emergency management agencies.  

3. Ensure that the Food and Necessities Branch can effectively report to and engage with key 

stakeholders, including City and County leadership and organizational partners. 

 

The Data Unit accomplished these goals through an approach that achieved the following outcomes: 



• Created unified data governance through technology and processes that standardized all data from 

8 different distribution channels and 500 different organizations (see Figure 1). All data was 

collected from different sources and data formats from individual organizations, transformed via 

Python scripts, standardized for analysis, and loaded into a Microsoft SQL Server database.  

• Creation and distribution of a weekly dashboard that provided visibility into trends in food 

insecurity and distribution by individual channels, and which was distributed to Branch, EOC, 

and City leadership and partners on a weekly basis (see Figure 2 and Figure 3). 

• Creation of a web-based dashboard that provided the ability for the Food and Necessities Branch, 

as well as partners, to access detailed data down to the City, site, and individual level.  

• Analysis of data to support cost recovery and reimbursement efforts, including calculation of cost 

recovery at the individual site and meal level for food service provided to 14 other local 

jurisdictions within Santa Clara County.  

 

Insights Based on Data 

The work of the Data Unit allowed all parts of the food and necessities distribution efforts to understand 

how the COVID-19 pandemic was affecting food insecurity in Santa Clara County. Key insights were: 

• Food distribution increased 50% compared to pre-pandemic levels 

• Food distribution increased to levels higher than seen during the Great Recession of 2009-2010.  

• Demand was particularly high among at-risk communities including: seniors, low-income, 

medically vulnerable, and homeless populations.  

 

Outcome 

The City of San José and regional food network partners have now distributed over 100 million meals 

during the COVID-19 pandemic due to the hard work of so many within those organizations. The Data 

Unit contributed to this effort by building the first ever unified view of countywide food distribution 

through a combination of technology and process that integrated, standardized, analyzed, and delivered 

key data deliverables. These deliverables helped to ensure that all parties had visibility into trends of food 

insecurity. Using this data, the City and its partners stood up new programs and directed and secured new 

funding to meet that increased need. The ultimate outcome of this work is that the City and its partners 

met the moment and ensured that despite significantly increased levels of economic and food insecurity, 

there were no significant gaps or populations left unserved or hungry.

https://app.powerbigov.us/view?r=eyJrIjoiMzg4ZDY4OWMtOTdkZS00NTZhLWI4MmMtMzBjYzhkMDY5NjlmIiwidCI6IjBmZTMzYmUwLTYxNDItNGY5Ni05YjhkLTc4MTdkNWMyNjEzOSJ9


Background on Data 
 

At the outset of the response, no unified data reporting existed across all channels and organizations 

providing food to the communities of Santa Clara County. Data collected on food provided, at which 

sites, and to which communities was collected individually by organizations doing the work. These 

organizations are focused first and foremost on delivering for the communities they serve, and their 

systems for data collection and reporting are optimized to enable that mission, rather than being optimized 

for data analysis. As such, data lived in different sources and formats, including: 

• Google Spreadsheet 

• Microsoft Excel Spreadsheet 

• External Databases 

• External Websites 

• Email Correspondence 

An additional challenge was that in addition to the dispersal of data in different sources and formats, the 

format of most data was not normalized to enable scalable data analysis and ensure data integrity. 

Examples of data can be seen below in Figures 1-3: 

 
Figure 1. Example of Data Collected for Meals Delivered at School Sites. 

https://en.wikipedia.org/wiki/Database_normalization


 
Figure 2. Example of Data Collection for Meals Delivered to Targeted Homeless Placements. 

 
Figure 3. Example of Data Collection for Meals Delivered at Senior Nutrition Program Sites. 

Given the disparate, inconsistent, and denormalized source data, analysis of individual channels of food 

distribution was difficult, and integrated analysis of all channels was manual and time-consuming. 



However, building a standardized data reporting structure would have been difficult on both technical and 

operational levels. At a technical level, building a system for many different organizations to report in a 

standardized fashion would have taken time and resources, both of which were not available given the 

urgency of a pandemic response. On an operational level, the Food Data Unit deemed it unreasonable to 

ask its regional food network partners—many of whom are small, community-based organizations 

without significant staffing or resources—to change the way they did data reporting or take on new data 

reporting processes during a crisis.  

Therefore, the Food Data Unit decided to simply use what data was available and not ask partners to 

significantly change or add to their workflows. Instead, the Data Unit build a system that could collect, 

normalize, and standardize data for analysis and use by the City EOC Leadership and regional food 

network partners.  

 

Data Collection, Normalization, and Standardization 
The Food Data Unit focused on collecting data and normalizing to allow for unified analysis. This 

involved all three of people, process, and technology to create this capability (see Figure 4).   

 
Figure 4. Data Flow Diagram Showing People, Process, and Technology for Food Data Unit. 

The data for each channel was owned by a single person, who was responsible for ensuring its collection, 

integrity, and timeliness at the source of the raw data (shown in the left-hand side of the graph). After the 

data was entered, the Food Data Unit used a combination of technology tools to collect, normalize, and 



standardize (right-hand side of the graph). The generalized process involved first extracting and cleaning 

the data using Python scripts, loading data into a Microsoft SQL server database, and then transforming 

the data into normalized forms that could be used for key deliverables such as the weekly food 

distribution report and a web-based dashboard.  

 
Data Normalization 

During this process, data from all channels was transformed from its raw form to a normalized form that 

included the following key fields: 

• Site id: site where food was distributed  

o (site ids were created to standardize site names across data sources) 

• Site name: site where food was distributed 

• City: city where food was distributed 

• Reporting date: date when food was distributed 

• Reporting week: week when food was distributed (Friday following the reporting date) 

• Total meals: Meals distributed 

• Channel: Distribution channel that meals were a part of 

 

For meals that were distributed to individuals, the Site id and Site Name fields were both replaced with 

anonymous participant ids, as no personally identifiable information (PII), including names, were kept or 

stored as part of this process.  

 

Visualization and Analysis 
Normalized and standardized data provides the backbone for easy and flexible visualization and analysis. 

The Food Data Unit produced two main analysis deliverables: (i) a weekly dashboard showing high-level 
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reporting on food distribution and levels of food insecurity; and (ii) a web-based dashboard that allowed 

more detailed analysis by individual users.  

 

The weekly dashboard was built in Excel, using a built-in SQL query that automatically refreshed data in 

the dashboard based on the extract, load, and transform process detailed above. Each week, a dashboard 

with up to date data displayed the following key pieces of analysis (see Figure 5): 

• Meals provided through each channel 

• Comparison of meals provided compared to the previous week 

• Comparison of meals provided compared to trend of previous 3 months 

• Qualitative notes to explain any unexpected or new variations and changes  

 
Figure 5. Sample of Weekly Food Distribution Dashboard. 

The web-based dashboard, built in PowerBI, used the same data from the Microsoft SQL Server database. 

It displayed both a summary view and more detailed views for each of the channels (See Figure 6 for an 

example). All data for the dashboards came from the Microsoft SQL Server database, which was 

refreshed on a weekly basis in accordance with the weekly report.   

https://app.powerbigov.us/view?r=eyJrIjoiMzg4ZDY4OWMtOTdkZS00NTZhLWI4MmMtMzBjYzhkMDY5NjlmIiwidCI6IjBmZTMzYmUwLTYxNDItNGY5Ni05YjhkLTc4MTdkNWMyNjEzOSJ9


 
Figure 6. Sample of Detailed Reporting on Web-Based Dashboard. 

In addition to this visualization and analysis, this data was also used to support analysis for cost recovery. 

As the City of San José had taken countywide responsibility for food distribution during the COVID-19 

emergency, the City worked closely with other jurisdictions in the County, as well as federal and state 

emergency management agencies, to recover any costs that could be legally reimbursed by those entities. 

Detailed data on the distribution of food throughout the pandemic was critical to supporting these cost 

recovery efforts by ensuring that invoices received from the City’s partners and vendors could be checked 

against data on food and meals distributed to specific individuals and sites. The accuracy and specificity 

of this data allowed for transparency to other organizations (see Figure 7 for an example of data provided 

to other cities in the County to aid with cost recovery).  

 
Figure 7. Example of Cost Recovery Analysis. 



Insights 
“Data by itself is meaningless. However, from data we can see patterns, and from patterns we can derive 

insights, which in turn lead to action,” says Sri Shivananda, Chief Technology Officer at PayPal. Indeed, 

the large amount of work that went into collecting, extracting, normalizing, and loading data was only 

valuable to the communities of San José and Santa Clara County, because it ultimately led to action to 

stave off a widespread food crisis. Key insights derived from data enabled leaders to understand the 

increased amount of food insecurity occurring because of COVID-19, and to see that that insecurity was 

concentrated in at-risk and vulnerable communities. Some of the most important insights derived from 

this data were:  

• Food distribution increased 50% compared to pre-pandemic levels 

• Food distribution increased to levels higher than seen during the Great Recession of 2009-2010.  

• Demand was particularly high among at-risk communities including: seniors, low-income, 

medically vulnerable, and homeless populations.  

Thanks to these insights and many others at more detailed levels, leaders within the City and its regional 

food network partners were able to tackle the potential widespread food crisis. Since the beginning of the 

pandemic, no significant gaps or lack of food availability has been reported throughout the regional food 

network, meaning that the City and its partners have been able to feed our community’s most vulnerable 

when it mattered most.  

 

Conclusions 
Taking a data-driven approach to complex problems like a potential regional food crisis requires investing 

in creating standardized and easily accessible data. This investment takes work and requires all three of 

people, process, and technology to succeed. The benefits, however, are enormous. First and foremost, a 

data-driven approach enables more effective, efficient, and equitable service delivery, as was the case 

with the food distribution efforts of San José and its partners during the COVID-19 pandemic.  

 

The benefits, however, do not stop there. Accurate and trusted data is often useful in areas beyond just its 

immediate intended use. In the case of food distribution, the data asset created was used not only in 

service of feeding the community, but also to: 

• Support cost recovery efforts to ensure the fiscal health and stability of the City and its partners; 

• Track the climate impact of the City’s food distribution efforts in coordination with its Climate 

Smart Program; 



• Analyze the potential effects of rental assistance and eviction moratoriums by providing measures 

of economic insecurity; and  

• Reduce climate pollutants by supporting the City’s compliance with State Bill 1383, which aims 

to tackle the climate consequences of food and other waste.  

 

 
 

  

In sum, the investment in being data-driven is an investment—it requires people, process, technology, and 

concerted effort over time. In the case of food distribution, however, it was clearly an investment well 

worth making.  
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