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[bookmark: _Toc524679885]Executive Summary
The promise of "open data" grows from its ability to turn information into brilliant actions. This obvious but singular notion connects the Open Data Movement with the Smart Cities concepts that leading communities are embracing. 
Yet, most would agree that the Open Data Movement has been stuck. The challenges of creating the human side of a data-driven organization are profoundly difficult. It demands knowledge and science that are inherently different from today’s state of practice. Applications of Open Data that drive superior service or that yield significant savings are still exceptional events. Frameworks that fuel action, automation, and prediction are only now taking hold. 
The purpose of this Open Data Community Architecture (ODCA) is to aid governments in driving towards a higher maturity in Open data and data-driven decision making. The architecture builds around the notion that intelligent ecosystems provide the most value when they are easily adopted, allow information to be shared broadly and openly, drive to smarter actions, and span communities, regions, states and nations. Thus, the ODCA marries an applicable reference architecture that communities can quickly use with the capacity to grow functions as they attain higher levels of maturity. This includes building data ecosystems that create incredible value through collaboration by communities of practice— governments, businesses, and academia. 
The ODCA work is ongoing and growing. It begins as the work of a few governments and leading companies. We expect it to evolve over time through the partnerships it encourages. And we hope you will be part of that work… 

[image: ]



[bookmark: _Toc524679886]Concept
"Open data" refers to data that is not restricted. Legally, it is licensed for non-commercial use without restriction. Financially, it is free of cost. And technologically, it is available in machine and human readable forms that can be reused by various audience.
Like everything else, data comes in a variety of shapes, size, sources, and formats. Video versus text, streaming versus static, tabular vs geospatial, from private industry, government, non-profit organization or public.
Governments specifically have a very important role in open data. Public institutions collect vast amounts of data over time, serving as the repository for critical public records on which individuals and businesses must rely. According to a McKinsey report, open data can help create $3 trillion a year of value in the global economy through increased efficiency, promoting transparency, fostering competitiveness by making more information available, and creating opportunities to better match supply and demand. For example, open data has shown to provide significant value in transportation uses by providing real time traffic, parking, mass transit, and toll pricing along various routes to travelers. Making this data available to citizens helps them decide and act in more efficient ways, cutting the congestion, pollution, and transit time because fewer people opt for less efficient choices once they have information and easy alternatives.
Opening data within the City is the first step to making public Open Data more effective. In return it also helps make City operations run more efficiently and effectively. The data could be organized in systems, or it could reside in documents and sheets. And there are several data systems that have data that is used by different departments. If all of that data can be easily consumed within the City, the net outcome of the combined datasets can be much more meaningful. 
One key to the long-term success of the Open Data Community Architecture is how effectively it enables communities to share consumable Data at scale. A larger community that contributors can tap enables borderless traffic and crime analysis, as well as a new level of analytic solutions. Open Data initiatives will need to be able to connect ecosystems and tap a mix of market-driven data sources and tools. If the ODCA can make data more liquid and help get the local governments and businesses involved, data can contribute to achieving initiatives like the San Jose Smart City Vision.
Residents can benefit from open data by gaining more insights into what and from where they buy, where they go to school, and how they get around. Below is a short list of what the open data initiative at City of San José is aiming to achieve:
Provide transparency by sharing data in a consumable form with the public.
Empower individuals, media, civil society and businesses to achieve better outcomes in public services.
Help build a stronger, interconnected societies that meet the needs of the citizens and allow innovation and prosperity.
Generate insights for better decision making internally and government-to-government.
Build an ecosystem comprising of Academia, Businesses, Governments that uses a common data lake repository for data sharing.
Maximize use and derive maximum value through high ecosystem adoption.
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Scope
Open Data has a much broader scope than public data. Each city department has data that other departments can use and benefit from, but do not necessarily have access to. Heterogeneous data coming from siloed systems, lack of good visualization tools and lack of centralized data integration tools are some of the data challenges for the City that make it harder to get data together from multiple systems. The Open Data Community Architecture aims to provide a big data framework for data sharing within the City, with outside partners and with public at large. In addition to supporting data access within and outside the City, the Open Data Community Architecture also sets up a process and framework for data curation—from creation to archival/deletion. Eventually helping provide meaningful data to the end user, be it citizens, businesses or other government entities to help form a community that can benefit from sharing data, to transform data to decisions and actions. 
Open Data doesn’t stop at a city or county boundary. Enabling data sharing at scale would need Data Lakes feeding Data Wells where a Data Well would be specific to a common service that jurisdictions can learn from each other through sharing of data. A Data Well would have Agreements, Access control for privacy and security and Data Standards that would set rules for sharing data across multiple organizations/agencies and would serve as a centralized data access point for data users. As an example, a cybersecurity Data Well could be shared with the cybersecurity experts in the industry and would comply with standards like TAXI and STIX. Similarly, Data Wells could be built around Disaster/Emergency Response, Transportation, Crime, City events and Homelessness.
The City has taken a wholistic approach at utilizing its data by focusing on People, Processes and Tools. This architecture will cover all three aspects of change to have a long-lasting sustainable impact in the way the City operates. 

[bookmark: _Toc524679888]Goal
The goal of the Open Data Community Architecture (ODCA) is to provide a framework for creating an integrated data platform that streamlines City’s data flow by providing a mechanism for data aggregation, data sharing, and data analytics, thus leading up to predictive analytics. The data could be coming from legacy systems which could hold enormous amount of data dating back decades or even a century; or it could come from any kind of Internet of Things (IoT) device, ranging from sensors to cameras, which might not be that old but would still be enormous in size; the data could be structured or unstructured. As long as there is utility in the data to bring it together in a federated environment, to share it with intended parties, to combine it with other data, that data needs to be brought to a common data platform that this architecture outlines. The intent of the platform is to bring data from disparate systems in to one common location and provide a common data interface in the form of a self-service data access point for end users to use in analytics tools.

Geospatial Reference
In recent times, Geospaital data has been on the forefront, helping the City with delivering services, deciding on marketing and outreach programs and doing racial equity analysis. It is now extremely critical to have a strong Geospatial reference where possible for all the data analysis in the City. While Geospatial data has its own place in the Geographical Information System (GIS), it is important to have a way to bring together the geospatial data with the rest of the data to do powerful analysis. With geospatial data comes location intelligence which can help provide powerful insights and improve access to important information for residents, staff, city council, and partners and help them make informed decisions.

[bookmark: _Toc524679890]Usage
The City sees ODCA facilitating data use in two primary phases beginning with leveraging data visualization tools to creating actionable intelligence from data to using predictive analytics tools to enable proactive resource allocation. As an example, Bill Schmarzo, in his article used accident data from the City’s open data portal to demonstrate how using analytics the data can be used for developing a self-learning AI solution. For modern Artificial Intelligence tools data size matters. Simple algorithms with lots of data will outperform sophisticated algorithms with less data.
The City intends to lead and support open source and open community approaches for data sharing, decision-making driven by a data-centric culture, and applied machine learning solutions to advance municipal services to improve citizen, resident, and visitor experience for data sharing through a scalable high-performance data lake platform.

[bookmark: _Toc524679891]DataOps
DataOps has gained popularity in last few years. As per Gartner’s definition DataOps is “a hub for collecting and distributing data, with a mandate to provide controlled access to systems of record for customer and marketing performance data, while protecting privacy, usage restrictions, and data integrity.”
DataOps is an agile operations methodology that focuses on cultivating data management practices and processes that improve the speed and accuracy of analytics. It is about aligning the way you manage your data with the goals you have for that data. It is about democratizing the data and enabling every team to leverage data more effectively and efficiently. 
Agile methodology is about making the best use of your time by utilizing something that has already been created. DataOps applies this concept to data. By setting up a common access point for the data we are avoiding having to provide access to the data for multiple use cases again and again. 
As per the Ashish Thusoo and Joydeep Sen Sarma in the O’Reilly e-book Creating Data Driven Enterprise with DataOps, the key to success is becoming a data driven organization where your employees always use data to start, continue or conclude every single business decision, no matter how major or minor. There is a top-down push needed to initiate the process, but the real win is to have the bottom-up demand for self-service data access and for that to happen the self-service tools and processes need to be in place. 

[bookmark: _Toc524679892]Development of Architecture and Resources
The Open Data Community Architecture (ODCA) is as much about design and architecture as it is about developing the supporting community of practice. To be successful, the citywide data architecture must develop use cases and resources that make the approach increasingly valuable. 
Initially, ODCA work focuses on a highly adoptable reference build that all communities can use. From that starting point, contributors will work together to vet and extend the designs, creating standards for feeding the architecture’s outcomes. As practices and technical standards shape, the critical step to solve for inter-organizational data sharing and usage will be tapping partners to create and support the underlying Data Lakes and broader Data Wells that all will use. 
Internal City Draft Architecture
Detail City of San José’s challenges and uses
Document a possible architecture to direct City investments and technical direction
Contributing Partner Review and Validation of Architecture
Validate and test technologies for a highly-adoptable architecture
Document technical components and options
Document integration and related needs to encourage vendor community to address
Publication for Broad Peer and Vendor Review and Input
Spur adoption to generate interest and additional testing
Develop additional uses cases to extend and test—e.g., open data model for disaster management, improved geospatial integration, et al
Dedicate Architecture for Open Use
Publish a finalized ODCA for all communities
Work with vendor partners and non-profits to develop resources for supporting standards
Work with vendor partners and non-profits to fund Data Lakes and Data Wells resources

[bookmark: _Toc524679893]Data Governance (Processes)
[bookmark: _Toc524679894]Master Data Management and Data Integration
Master Data Management is about creating a single master reference source for all critical business data. Data integration is about efficiently managing data and making it available to those who need it. Collecting data from multiple sources while improving the quality of the data to give a single complete view of a business entity that is not possible when the data is dispersed. A few benefits of Master Data Management are as follows:
Providing a centralized location and making data more available – As an example, a city maintains Address data. Address data is core to Planning Department as well as Public Works and Housing Departments. Other Departments like Transportation and Parks & Rec also depend on it heavily. Having a common storage for Address data can be very helpful for all as it provides a single source of truth for Address information.
Centralized data privacy review– The data can contain Personally Identifiable Information which would need to be protected. Having a thorough privacy review process as the data moves through different levels of sharing to ensure the data is non-identifiable before sharing it with a larger audience is critical. 
Reducing data complexity by having a single interface for data coming from different systems – Adding on to the Address data scenario, each department uses and maintains different information from the Address data. To exchange information on Address with multiple departments would mean interacting with different systems and setting up different processes around information sharing. Having the same data in one place eases up the load of data collaboration.
Making data more valuable by combining different datasets together - When the Address data from each department is combined together, be it zoning information from planning or infrastructure information from Public Works it makes the Address data much more valuable and complete.
Multiple city data set aggregation - When the same type of data can be analyzed from multiple sources, the potential for data insight is increased.  For example, air quality data analysis from several cities in the same region could lead to greater insights.  This type of analysis could be more easily performed if some data models were standardized for this purpose. Air quality data could share a similar format between cities.  


[bookmark: _Toc524679895]Security & Privacy
The security strategy needs to address the prevention of cybercrime, data access control, and prevent risks associated with combining data sets to reach PII type conclusions. As an example, being able to strip out the personal information from crime data before publishing it would be very critical to ensure privacy of the public. There is also a need for Digital Privacy Policy that must drive the data sharing online. 
While we are working with open public data it is important to realize that this data is coming from secured systems and when we get this data out open to the public we need to make sure we do not make our systems vulnerable in any way. One of the possibilities of achieving the security for internal systems is to have a staging data warehouse that extracts the data from other systems and then pushes it out to the data lake that then exposes the data to be consumed by users and applications. The data access through API and Micro-services should be the primary method of data sharing for the environment and would need to be secured. There needs to be an enterprise level security around the data lake environment to ensure reliability and security. One of the ways to achieve this would be to have an active directory integration.
This architecture needs to ensure that any information published online must not reveal the internal operations of the City which might put City at a risk of cyberattack. Any published data must not contain any personally identifiable information, the architecture must be governed by the federal, state or local privacy and data protection laws, whichever is applicable. This architecture intends to establish an internal review and approval process for data before it is made accessible outside. There should also be an option to have inter-department coordination in the form of a review process for data sharing to ensure data common to multiple departments gets approved by all involved departments to attain a city-wide level of accuracy.

Data Chartering
The data sources are systems where the data is captured and those systems are optimized more for transactional use. The analytical needs differ significantly, and the data needs to be extracted from the source in a way that is meaningful for the business goal while still maintaining the integrity and meaning of the data. The data could come from one or multiple sources that will depend on the scope of the analysis. To help understand the business goal, the City is using a Data Chartering process by sharing a Data Charter template with the teams, that helps them think through the problem at hand, the ways it is impacting the stakeholders, the risk assessment and other important aspects associated with it. The Data Charter template is shared on the City’s website and can be found here. 



[bookmark: _Toc524679896]Specifications (Tools)
This section describes the high level requirements that the ODCA architecture is intended to meet. Figure 1 represents the architecture diagram for the Tools. 
Cloud vs On Premise – The goal of a city is to use the best tools for an overall information sharing solution. Some of these tools will reside in city data center and some will likely be hosted in the cloud. The decision whether to put a specific tool in the data center or cloud will be based on whether the tool has that option and the determination of what is most cost effective over time for the city. The cost analysis is a simple evaluation of comparing upfront costs with the total cost of ownership (TCO) over the expected life span of the system and at scale.  A few terms…
API: Application program interface (API) is a set of routines, protocols, and tools for building software applications.
[x]KAN: Open source open data catalog systems
Data Lake: a storage repository that holds a vast amount of raw data in its native format until it is needed.
Data Well: a storage of data from multiple data lakes dedicated for a specific service area.
ETL: Extract, Transform, Load, three database functions combined into one tool for transforming and moving data from one location to another.
REST: Set of rules used by applications to communicate over the internet
Web Service: a standardized way of integrating Web-based applications using the XML, SOAP, WSDL and UDDI open standards over the Internet

Current expectations are that the core components of the ODCA would be located on premise in the City data center. The City would leverage the on-premise data for all internal use and for high use scenarios that require working with partners outside the City, a vendor supported cloud based solution would be required. This vendor supported cloud-based solution will allow pulling data from City’s data warehouse as and when needed while still maintaining the majority of data storage on premise to help keep the cloud storage costs lower.
City Open Data Environment – The City’s Open Data Environment (CODE) comprises of an on-premise data storage that is partitioned in to two sections to help store archival geospatial data and structured analytical data. The structured data storage is to support Data Warehousing that allows SQL based querying on analytical data. The City built a hosted big-data platform using open-source technology that was to serve as the third section of CODE, however, due to rapid change in technology and the challenges around maintaining systems built on new technologies, the City is discontinuing the big data platform and will primarily focus on a SQL based data warehouse. The intent is to have a large storage in the City’s data center that is to serve as the centralized data warehouse for the City and using the cloud-based solution for storing the high use and externally shared data on the cloud while pulling the data from the City’s on-premise storage as and when needed while maintaining relatively smaller storage on the cloud that is needed for active use. In an ideal state the cloud-based solution would have an active connection to the City data warehouse for allowing a near real time data pull. It is anticipated that the vendor-based solution will allow for meta-tagging of the data or content such that it can be exposed through queries, dashboards, and analytics tools.  
ETL Process – The data as it is captured at source is fit for transactional use. However, that data would need to be extracted from its source and selectively evaluated and filtered out to make it useful for analytics. This starts with a process of having an end goal in mind and tracing back from there to identify what data is meaningful. Once the data is identified there needs to be tools and processes in place to bring that data in to the on-premise Data Lake. For the external data sharing, the vendor-based solution must have a process in place to support the transformation and movement of data from the City’s Data Lake to the cloud platform for external sharing and use of the data on the platform. In an ideal state, the vendor-based solution would provide a secured RESTful Web Service API for data movement. The vendor-based solution would also allow capturing meta information that identifies the data set including meta tags such as date of load, responsible person, contact information, retention policy etc.  This will allow for managing the content on the platform and allow for the formation of information governance policies for the content.  The system should require a minimum set of meta tags and reject data sets that do not meet the minimum required metadata.  
Privacy Review and Control – The datasets would go through a privacy review process as they are pulled out of the source to bring to the Data Lake. The vendor bases cloud solution would support a review and approval process as well. The cloud platform will allow for placing the uploaded datasets in a quarantine/holding area and would also allow for creating user groups and an approval hierarchy such that the dataset goes through a series of approvals including Privacy, Legal and Department Director before publishing and sharing outside the City. Specific users or groups at the City will have administrative access to the quarantine holding area and will be notified by the system to review the data sets and ensure that there are no risks associated with making the information available to the receiving audience. Risks include Personally Identifiable Information (PII), SSN, Credit card numbers, and malware. The cloud solution must provide a risk scoring mechanism to help the City conduct a risk analysis of the data to make sure it is safe and private in itself and continues to be that way even when combined with other available datasets. 
Security – The security piece is taken care of in 3 stages – Authentication, Authorization and Access Control. The on-premise Data Lake access would be completely managed internally by the City’s DBA Team. The City will work on creating a secure connection between the on-premise Data Lake and the cloud based solution to potentially have a live connection for continuous data refresh between the two. The cloud-based data platform would potentially allow for Active Directory based authentication. The solution would allow for an access control that can be managed by administrators at the City and would allow for user groups for managing the access control. 
Data Visualizations – The City’s on-premise data warehouse will provide access to individuals in the City to respective analytical dataset to build dashboards in-house using the self-service data visualization tools available internally. It is important to identify upfront the need for data analysis so as to be able to use suitable data visualization tools and to present the data in the format that is useful to the audience for the intended purpose. As an example, if the City needs to do a racial equity analysis for its service delivery, it is important to use a tool that allows for an easy integration with GIS data and seamlessly helps bringing the geospatial demographic data along to build the dashboard. The cloud based solution would provide it’s own data visualization tools to allow for cross-boundaries data analysis and to also allow bringing other free or paid commercial datasets in to the analysis as and when needed. 
System Infrastructure, Uptime, and Recovery – The system will be implemented on a compute and storage environment capable of providing high speed I/O and optimized efficiency for all data needs.  It will also be architected such that it can be deployed with the following capabilities:
High Availability
Backup and Recovery
Disaster Recovery
System Performance at Scale – The system is intended to support the anticipated user volume and data volumes.  As the data volume grows the system needs to not suffer performance degradation associated with large data volumes and increased user load.  

Figure 1[image: ]

[bookmark: _Toc524679897]Roles (People)
People are at the center of this architecture. With the processes and tools in place this architecture can empower the people to make use of the data in a way that can bring meaningful and informed outcomes and facilitate the decision-making process in the City. The following roles will be critical to be able to implement and use this architecture successfully. 
1. Database Administrator – This is a technical role in the IT department that would provide the necessary support in maintaining the data warehouse and managing the internal and external user account access for the data warehouse. This role will also be managing the database backups and recovery in case of a failure.
1. System Administrator – This is also a technical role in the IT department that would provide the necessary support in maintaining the hardware and infrastructure for the data warehouse. This role would help ensure the necessary infrastructure is up and running. 
1. Data Architect – This role is responsible for architecting the flow of data from source databases to the data warehouse and from the data warehouse to the cloud-based solution while making sure the process is automated and sustainable. 
1. Security Analyst – This role is responsible for reviewing the technical infrastructure (hardware and software) and flow of data (network) to ensure the City systems and data (at rest or in motion) stay secure and safe. 
1. Data Scientist – In order to make use of predictive analytics tools, City needs to engage with Data Scientists directly, in combination with a local university, or through a service like Kaggle.
1. Department Data Coordinators – This role is for a subject matter expert in each department for the use case under consideration. This person will be the department liaison for all things data for that scenario. This role will closely work with the rest of the team to help understand the data and the department needs at the time of setup and on an ongoing basis.   
1. Department Reviewer - This role is usually a senior staff member in the respective department who has a clear understanding of the requirements and is responsible for ensuring the data quality and will take care of any department approvals before the data is shared with the larger group. 
1. Legal Reviewer - This role is responsible for ensuring the data meets the legal requirements for what City can publish and share. Every department needs a Legal reviewer to approve sharing of any dataset outside of the City. 
1. Privacy Reviewer - This role ensures that the datasets go through a privacy review process before sharing it outside the City. It is extremely important for the City to ensure any PII is kept private and cannot be inferred from any data that is shared outside. 
Some of these roles might already be there in the City, some might have to be added on to support the architecture while some existing staff might have to be trained on some new tools and technologies.
[bookmark: _Toc524679898]ODCA Reference Architecture
The diagram below shows the vision for how data will flow through the planned ODCA architecture. The components of the overall architecture will be implemented in phases with the first phase focused on the data lake components and open data portal. This includes the ability to add data to the data lake and expose and share data through the open data portal. The end state vision of the complete solution is attached as an appendix to this document.
Follow on phases will add the other components of the ODCA architecture as needed for Smart City projects.  

Figure 2 
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The primary areas of functionality in the diagram are noted with numbers which will be described here:
1. Data Ingest/Integration/ETL – The solution anticipates that data will come from multiple sources and consist of many different types of data.  The architecture will provide for an interface where users can add data sets to the system through data upload. The integration and data move can be done in house using scripting languages like Python and PowerShell or it can be done via tools like SQL Server Import/Export utility or FME which is a very heavily used tool for GIS data. The teams would have the flexibility to use the tool of choice depending on the access and ease of use.  
City Open Data Environment – The architecture is based on the raw storage with partitioning built in to support three kinds of data storage – 
a. File Storage primarily meant for historical data to be stored for archival. An example of this is the land use data where the historical data is important to be able to analyze the changes over a long period of time, however, it is not something that is used frequently and regularly and is a good candidate for cold storage (in cloud or on premise).
b. Structured data storage through a standard SQL data warehouse that helps utilize the benefits of a relational database system and allows for a seamless transition and transformation of data from existing structured transactional database systems in the City. 
Cloud-based Environment – This is a very important component of the architecture that allows the City to be able to do cross-borders data analysis. The Cloud-based solution will be the key in providing an infrastructure for the City to be able to share data with other cities, counties and state. This environment provides the City access to external datasets and analysis that can be very meaningful for the City and can allow for much deeper analysis. 
Data Management / Governance – Components in this area of the architecture include the ability to create a catalog of data sets such that the system does not become a data swamp where data is added but not managed or governed. This applies to datasets on the on-premise Data Lake as well as the cloud based solution. Data sets will be tagged with metadata and subject to data governance rules and policies including data curation. There is a data cataloging component that needs to exist in both the locations that will aide getting a complete picture of the data assets at the City. 
Data Usage – Identifying the areas of need is critical to the success of this architecture. The best way to achieve this is to align the data initiatives with the City’s Roadmap. The following are the areas of focus on the City’s roadmap that the data use and architecture growth must prioritize and align with – 
c. Support for Community and Economic Recovery focused on Housing Stabilization, Re-employment and Workforce development, Small Business Recovery, Food and Necessities Distribution, Digital Equity and Child Care. 
d. Emergency Management Preparedness focused primarily on Vaccination Task Force. 
e. Housing focused on Emergency Housing Construction & Operation and Sheltering & Enhanced encampment services.
f. Inclusive and Vibrant City focused on Public Reforms workplan, San Jose 311 and Service Delivery, Encampment Waster pickup – BeautifySJ, Vision Zero Traffic Safety.
g. Smart, Sustainable and Reliable Infrastructure focused on Capital Improvement initiatives like Pavement, EOC, Transit, Regional Wastewater facility, Electrical Service for Major Development, Climate Smart Challenge. 
h. Fiscal Resource Deployment focused on Cybersecurity and procurement improvement.
i. Powered by People focused on Continuity of City Services, Safe Workplace, Employee Health and Wellness, Drive to Digital and Effective Teams. 
j. 

[bookmark: _Toc524679899]Appendix A – Technologies for ODCA
The following technologies were evaluated for architecture
	Function
	Technologies

	Open-Source Data Portals
	CKAN vs DKAN

	Unstructured Data platform
	Hortonworks Hadoop 
PostgreSQL
HAWQ
Hive 
Ambari
YARN

	Scripting Languages
	Ansible, Python, Windows PowerShell

	ETL Tools
	SQL Server Import Export Utility
Talend Big Data Platform
FME
Python
PowerShell

	Data Visualization Tools
	Microsoft Power BI
Tableau
Python

	Databases
	Oracle
SQL Server
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Third-party validation of this architecture is a crucial element to its continued viability. Following are the thought-leaders who have contributed to the review and the ODCA. Credit to these individuals for helping to ensure (1) applicability of the direction; (2) completeness of architecture, and (3) technical grounding that will support collaboration and machine-learning uses.
The ODCA is designed to support a community of practice for data use that supports communities. It is intended to be developed over time by experts in the field. Following is an accounting of contributors who have helped shape the document through its versions.
Log of Contributors:
	Name
	Representing
	Title
	Email
	Date

	Arti Tangri
	City of San José
	Data Architect
	arti.tangri@sanjoseca.gov
	4/30/2017

	Rob Lloyd
	City of San José
	CIO
	rob.lloyd@sanjoseca.gov
	4/30/2017

	Rob Silverberg
	Dell EMC
	CTO
	rob.silverberg@dell.com
	8/11/2017

	OpenGov
	
	March 2018

	ACLU-Santa Clara
	
	April 2018
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